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Announcements

 Final Project Topics are out

* Final Project proposals are due Dec 5

Submit 1-page PDF project proposal
Add “Topic A” ... “Topic X" to the title
Check you can claim Google Credits (wait for email)

Whenever possible, aim to reproduce published results
using comparable experimental settings.

Use standard experimental settings so your results can
be compared to others

Start working on the project, your will get feedback on
your project proposal



Ingredients of modern vision methods
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Problems with manual supervision
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This lecture:

How to avoid manual supervision?

® %

Part I: Part Il
Weakly-supervised Self-supervised
learning learning

Coarse or cheap labels No labels




Preview:

Weakly-supervised Self-supervised
learning learning
Coarse or cheap labels No labels

image-level labels:

v’ Person
+ v Chair
X Airplane

Pre-trained visual
representation



Can we train object detection without bounding
box annotations?

Image-level labels: Bicycle, Person



Motivation: image-level labels are plentiful

“Beautiful red leaves in a back street of Freiburg”

[Kuznetsova et al., ACL 2013]
http://www.cs.stonybrook.edu/ ~pkuznetsova/imgcaption/captions1K.html



Motivation: image-level labels are plentiful

“Public bikes in Warsaw during night”
https://www.flickr.com/photos/jacek_kadaj/8776008002/in/photostream/




Goal

Training input

Image-level labels:

v" Person v" Reading
v" Chair x Riding bike

x Airplane X Running

More detalils in http://www.di.ens.fr/willow/research/weakcnn/



http://www.di.ens.fr/willow/research/weakcnn/

Approach: search over object’s location
at the training time
Oguab, Bottou, Laptev and Sivic CVPR 2015

Per-image score

] motorbike
V| person
diningtable
pottedplant
C1-C2-C3-C4-C5 > FCe > FC7 FCa FCb chair
4096- car

9216- 4096- vector train

dim dim \_ - y,
vector vector \ v J
Standard
image
classification
loss

See also [Papandreou et al. ’15, Sermanet et al. ’14, Chaftield et al.’14]



Approach: search over object’s location
at the training time
Oguab, Bottou, Laptev and Sivic CVPR 2015

Per-image score

Max-pool over [, motorbike
the |mage E person

diningtable

pottedplant
C1-C2-C3-C4-C5 > FCe > FC7 FCa FCb Max ="  chair
4096- car

dim bus

9216- 4096- vector train

dim dim \ /

vector vector
Standard
image
classification
loss

Image-level global max-pool per-class aggregation

See also [Papandreou et al. ’15, Sermanet et al. ’14, Chaftield et al.’14]



Image-level aggregation using global max-pool

Convolutional feature extraction layers Adaptation layers
trained on 1512 ImageNet classes (Oquab et al., 2014) trained on Pascal VOC.
N \
C6 C7 Ca Cb

6144 6144 2048 20 20
dropout dropout dropout 1:32 final-pool

1:32 1:32 1:32




Training with global max-pooling

- Training input:

image-level labels:

v" Airplane

x Car

x Chair

Airplane score map
| .Correct label:
increase score
max-pool

~~

Learn discriminative
object parts

Car score map

Incorrect label:
max-pool pr—— decrease score

~

Suppress Hard
Negatives




Training
Motorbikes

Evolution of
localization
score maps
over training
epochs

motorbike - training iteration 0030




Test results on 80 classes in Microsoft COCO dataset
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Test results on 80 classes in Microsoft COCO dataset




Test results on 80 classes in Microsoft COCO dataset

baseball bat: 0.82

,~— O}

' A ¥ e—— P

“person: 1.00

e [ AV
baseball glove: 0.95

& "N/

) R R o s - ;..-, .,.V
surfboard: 0.98
- [ 500




Test results on 80 classes in Microsoft COCO dataset
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Test results on 80 classes in Microsoft COCO dataset
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Results for weakly-supervised
action recognition
in Pascal VOC’12 dataset



Test results for 10 action classes in Pascal VOC12
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Test results for 10 action classes In Pascal VOC12




Test results for 10 action classes In Pascal VOC12




Test results for 10 action classes In Pascal VOC12
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Weakly-supervised learning of
actions in video
from scripts and narrations



As the headwaiter takes them to
a table they pass by the piano,
and the woman looks at Sam.
Sam, with a conscious effort,
keeps his eyes on the keyboard
as they go past. The headwaiter
seats Ilsa...
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As the headwaiter takes them to
a table they pass by the piano,
and the woman looks at Sam.
Sam, with a conscious effort,
keeps his eyes on the keyboard
as they go past. The headwaiter
seats Ilsa...
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Script-based video annotation

®  Scripts available for >500 movies (no time synchronization)
www.dailyscript.com, www.movie-page.com, www.weeklyscript.com ...

° Subtitles (with time info.) are available for the most of movies
¢ Can transfer time to scripts by text alignment

subtitles movie script
]
_> RICK
Why weren't you honest with me? Why weren't you honest with me? Why
Why'd you keep your marriage a secret: did you keep your marriage a secret?

i

Rick sits down with llsa.

It wasn't my secret, Richard. ILSA
Victor wanted it that way.

Oh, it wasn't my secret, Richard.

Victor wanted it that way. Not even
1174 :
©01:20:23,800 > 01:20:26,189 stts e T ks eleut our
marriage.

Not even our closest friends
knew about our marriage.

[Laptev, Marszatek, Schmid, Rozenfeld 2008]



Scripts as weak supervision

Challenges:

e Imprecise temporal localization

o No explicit spatial localization

o NLP problems, scripts # training labels

“... Will gets out of the Chevrolet. ...”
“... Erin exits her new truck...”

vs. Get-out-car

Subtitles Script
Speech
00:24:22 ‘é 00:24:25 ; i > | Monsieur Laszlo. Right this way.

— Yes, Monsieur Laszlo. \ Scene description
Right this way.

As the headwaiter takes them to a
table they pass by the piano, and
the woman looks at Sam. Sam,
with a conscious effort, keeps his

/ eves on the keyboard as they go
past. The headwaiter seats llsa...
00:24:51 —; 00:24:53 Speech

Two Cointreaux, please. ———— | Two cointreaux, please.

Y Uncertainty &
o1 N
(=N &)




Joint Learning of Actors and Actions

[Bojanowski et al. ICCV 2013]

s up behind llsa ||
& 'l AT R | g s ,

[Bojanowski, Bach, Laptev, Ponce, Schmid, Sivic, 2013]

RickAwaIk



Joint Learning of Actors and Actions

[Bojanowski et al. ICCV 2013]

-,

Rick walks|up behind llsa |
gh *3 Y B 5T e s ’

[Bojanowski, Bach, Laptev, Ponce, Schmid, Sivic, 2013]




Formulation: Cost function

Actor labels Actor image features

Rick

. ‘ ﬁ
Sam N
. &
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Formulation: Cost function

1
~11Z = 6(X)w — b3+ Ay Tr(w” w)

+ %@ D(X)0 — e|% + As Tr(wT v)

S

Weak supervision t11 tia
from scripts: :
‘{ tnll tnla
Action a appears at @l |lna1 tnaa
least once in tnia
Y tna>1 3 :
nEN, | tN1 tNa

a = Walk




Formulation: Cost function

. 1 5 .
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1
+ T = $(X)v = cl|z + A2 Tr(v" v)

Weak supervision

from scripts: Person p
and

Person p Action a Action a

appears In appears appear in



Scaling to many movies: Faces

L4 L B ENTE AN

Leser 1 Lester 2 Lester 3 Jane 3 Ricky 1 Ricky 2 Ricky 3 Carolyn1 Carolyn2 Carolyn 3

Figure 1: American Beauty

Melvin 1 Melvin 2 Melvin 3 Carol 1 Carol 2 Carol 3 Simon 1 Simon 2 Simon 3 Frank 1 Frank 2 Frank 3

Figure 2: As Good As It Gets

Craig 1 Craig 2 Craig 3 Maxine I  Maxine2  Maxine 3 Lotte 1 Lotte 2 Lotte 3 Malkovich 1 Malkovich 2 Malkovich 3

Figure 3: Being John Malkovich
’ .
-
. <P ‘
Jenny 1 Jenny 2 Jenny 3

Edward1 Edward2 Edward3 Will 1 Wil 2 Will 3 Sandra 1 Sandra 2

Figure 4: Big Fish
Frank 1 Frank 2 Frank 3 Mary 1 Mary 2 Mary 3 Lamy 1 Larmry 2 Larry 3 Walls 1 Walls 2 Walls 3

Figure 5: Bring Out the Dead




Scaling to many movies: Faces

Reggie2  Reggre 3 Dyke 1 Dyle 2 Dyle 3 Adam 1 Adam 2 Peter 1 Peter 2
Figure 9: Charade

Holden1 Holden2  Holden 3 Alyssa 1 Alyssa2  Alyssa3 Banky 1 Banky 2 Banky 3 Hooper1  Hooper2  Hooper 3
Figure 10: Chasing Amy

g BEE &EE

Dante 1 Dante 2 Dante 3 Randal1l  Randal2  Randal 3 Customer 1 Customer 2 Customer 3 Jay 1 ay 2 Jay 3

Figure 11: Clerks

James 1 James 2 James 3 Vaughan 1 Vaughan2 Vaughan 3 Helen 1 Helen 2 Helen 3 Catherine 1 Catherine 2 Catherine 3

Figure 12: Crash

Charlic1  Charlie2  Charlie 3 Neil 1 Neil 2 Neil 3 Knox 1 Knox 2 Knox 3 Keating 1 Keating2  Keating 3
Figure 13: Dead Poets Society




Scaling to many movies: Faces

Marge 2 Marge 3 Jemy 1 Jerry 2 Jerry 3 Carl 1 Carl 2 Carl 3 Grimsrud 1 Grimsrud 2 Grimsrud 3

Figure 17: Fargo
Duh: 1 Duke 2 Duke 3 Da?2 Cerk1  Clerk2  Clerk3

Gonzo 2 Gonzo 3 Dn 1

Figure 18: Fear and Loathing in Las \egas
Jack 1 Jack 2 Jack 3 Tyler 1 Tyler2 Tyler 3 Mara 1 Marla 2 Marla 3 b1 Bob 2 Bob 3

Figure 19: Fight Club

Rayette 2 Rayette 3 Catherine 1 Cathenine 2 Cathenine 3 Tita 1 Tita 2 Tita 3
Figure 20: Five Easy Pieces

Jenny 1 Jenny 2 Jenny 3 It dan1 Lt dan2 Lt dan3 Mrs. gump 1 Mrs. gump 2Mrs. gump 3
Figure 21: Forrest Gump

Rayette 1
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How to define actions?

 |s action vocabulary well-defined?

Examples of “Open” action:

 What granularity of action vocabulary shall we consider?






ource: http://lwww.youtube.com/watch?v=eYdUZdan5i8

Current solution: learn person-throws-cat-into-trash-bin classifier




What are action classes?

open

What is the right
action granularity?

person-throws-cat-into-trash-bin



Define actions by goals

Instructional videos

* Narrated videos: people describe what they do
« Large variety of actions, objects, scenes and tasks
» Goal-driven sequences of actions

Jﬂtiéﬂ state Target state

> Pl o) 001/156




Learning from narrated instruction videos

J.-B. Alayrac, P. Bojanowski, N. Agrawal, J. Sivic, |. Laptev and S. Lacoste-Julien

CVPR 2016



What are instructional videos?

- N N i i I 0 L T -
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. Donkt Jack\nur car without
e U\ \, the :

[Alyarac et al., CVPR 2016]



How do we formalize the problem?

truction videos

‘ [ - - ——

3 BRiiiNe 000000000000000
r. Then withdraw the nuts completely

110U ' '0.
4 a

Outputs: ¢ sequence of main steps
e visual and linguistic representations of the steps

e temporal localization of each step




Assumptions and

overview of the approach

/ Assumptions:

Assumption 1: Each task is
composed of an ordered
sequence of steps.

~

Assumption 2: People do what
they say roughly when they say it

o /

/ Approach: \
two linked clustering stages

1) Text clustering using multiple
sequence alignment

2) Video clustering under text

constraints




Video clustering with text constraints

FG o0 Video 1 Video 2 Video 3 Video 4 Discovered list \
Q cC of steps
8 - (0] loosen nut loosen nut undo bolt
o 9 jack car raise car jack car lift car 1) Loosen nut
! " %] %} unscrew nut 1%} 2) Jack car
- . . . 3) Remove wheel
X =) remove wheel remove tire withdraw tire (/%)
QO_) o %] lower jack %] lower car )

Video clustering

| 1 D SR
W2 = min, Sl - X + I

N
N ~

Discriminativg loss on data. Regularizer

min h(Z) st Ze€Z ., AZ>R

ordered script weak textual

constraints Text

Assignment
[SxK] matrix



Qualitative results

“loosen nuts” “jack car” “remove wheel”






Qualitative results

fill water

add coffee

| screwtop

see coffee

pour cofee

GROUND TRUTH

Video Prediction




Going WikiHow scale

How to do anything...

We're trying to help everyone on the planet
earn how to dg_ anythmg Join us

Examples of scrapped tasks

o dieyrbe=Resseitine

* How to Cook Quinoa in a Rice
Cooker

* How to Sew an Apron

* How to Break a Chain

*  FowtoepTIrooryoal
Random Article Write An Article
[ J
How to Grow an Edible
Make Sunny Side up Eggs Pond I tiow Werdatde

‘ \l { ‘,’) 1 D» wikiHow in other languages
English, espanol, Cestina, Deutsch,
- Frangais, f&=!, Bahasa Indonesia,

ltaliano, H#<3%, Nederlands,

x
¢ Portugués, Pycckuit, ., Ing,
Tirkge, Tiéng Viét, 8101, 7. You
Sew an Apron can also help start a new version of wikiHow in

your language.

Have an account? Log in

How to
Bea Supportive
Sibling

How 1o
How to Escape from a
Wear a Cravat Straitjacket

Step 1: Scrap ~130K tasks from WikiHow non-visual tasks

Clean Mussels

Step 2: Filter out



HowTol0O0M dataset

Wlkl HOW YouTlube Short Superv|5|on Manual
visual tasks videos |_|pS "ASR: Automated Speech annotation

Recognition

W

Traditions Pets and Animals
1.6% 1.9%
Hobbies and Craft

Food 16.1%
29.4% Education
0.9%

Vehicles Healtoh
42% 27.0%

Home and Garden
15.9%

[Miech, Zhukov, Alayrac, Tapaswi, Laptev and Sivic, ICCV 2019]



HowTol0O0M dataset

O 0000

WIkl [ Youlube Short Superwgon Manual
visual tasks videos clips Astadomatedspeec  gnnotation
W W™

Dataset Clips Captions Videos Duration Source Year
Charades 10k 16k 10,000 82h  Home 2016
MSR-VTT 10k 200k 7,180 40h Youtube 2016
YouCook?2 14k 14k 2,000 176h Youtube 2018
EPIC-KITCHENS 40k 40k 432 55h Home 2018
DiDeMo 27k 41k 10,464 87h  Flickr 2017
M-VAD 49k 56k 92 84h Movies 2015
MPII-MD 69k 68k 04 41h Movies 2015
ANet Captions 100k 100k 20,000 849h Youtube 2017
TGIF 102k 126k 102,068 103h Tumblr 2016
LSMDC 128k 128k 200 150h Movies 2017

9 185k 185k 13168 o) x1000
HowTo100M 136M  136M 1.221M 134,472h Youtube 2019 | tImMes

larger!

[Miech, Zhukov, Alayrac, Tapaswi, Laptev and Sivic, ICCV 2019]



HowTol00M dataset: Examples

ol Tl

two stitches on two by skipping the first mark this so that | running length they
and we'll slip stitch three stitches know when | cut have a consistent
two stitches on two stitch and just going of wood clamp this is an inch and a

and we’ll slip stitch to Mariel all the way together chisel out half from the edge

[T S
garlic no Camino a little black pepper any repair be sure charging properly of
the garlic powder and some sea salt you've unplugged our reading

[Miech, Zhukov, Alayrac, Tapaswi, Laptev and Sivic, ICCV 2019]



Joint embedding model

Joint
Embedding

| Video
"1 network

[Miech, Zhukov, Alayrac, Tapaswi, Laptev and Sivic, ICCV 2019]



Negative sampling strategy

50% from same video
50% from other video

Joint embedding model

Training inputs

Transcript

02:56 We start with wiring the main trunk
02:58 which is still flexible enough to bend

03:02 Carefully wrap wire around the trunk at an angle of
45 degrees

03:06 holding the wire with one hand, and the trunk with

the other.
03:35 Now we carefully bend the trunk to compact the
tree
03:38 as well as to create a less formal appearance.
04:01 Next we wire the main branches

04:04 starting with the lower branches
04:05 and slowly working our way up to the apex

04:10 Try to wire two branches with one piece of wire.

English ~

/

ASR output (avg ~ 8 words)

Video clip (avg ~ 4 sec) sampled
from 3:35 to 3:38 using ASR's
timestamp

Positive clip-caption pair

"We remove the top of the tree wordzvec] |
using a concave cutter’ +Conv 1D
+RelU
Negative caption
"‘Now we carefully bend the oieaee
. +ConviDH
trunk to compact the tree . ReLU

(FROZEN)

Embedding Context L2

function || Gating norm

Max | | Embedding
Pool function

Max Embedding
Pool function

Pretrained CNN

Sp: ' Sn:

-

Embedding
function

Similarity computed via dot product

Max Margin Ranking Loss
L = max(0,6 + sp — sp)

[Miech, Zhukov, Alayrac, Tapaswi, Laptev and Sivic, ICCV 2019]



Online search demo: https://www.di.ens.fr/willow/research /howto100m/

[Miech, Zhukov, Alayrac, Tapaswi, Laptev and Sivic, ICCV 2019]



(Q Hold wine glass

Online search demo: https://www.di.ens.fr/willow/research /howto100m/

[Miech, Zhukov, Alayrac, Tapaswi, Laptev and Sivic, ICCV 2019]



Results: Instructional videos

YouCook?2: Video retrieval

Method Trainset R@]1 R@5 R@10 Median R
Random None 0.03 0.15 0.3 1675 . ..
HGLMM FV CCA [21]  YouCook2 46 143 216 75 |:> Weakly-supervised training on HowTo100M
5 VoiCoos 42 137 913 - outperforms fully-supervised training on

urs ouL oo . c -
Ours HowTolOOM 61 173 2438 46 ) YouCook?2 and CrossTask datasets

PT: HowTo 100OM

Ours FT: YouCook2 o2 245 353 A ) E> Fine-tuning gives further improvements

CrossTask: Action localization E
3 g 7 g O
& 8 S8 é 3 _ E = = = % ) ?
u% Egﬁg .x% u(ﬁgo uga‘:—? ow'c§ 0(2 oS 08 oé o% tu%,o 06 go
“E B8 ¥, S ¥y o2 Ep 9B 8O ¥ Z¢ ¥8 ¥5 HF 9F HE 98 25| @
S¥ EO0 S2 Us S0 SR UE =2 <2 =3 2% S S£ SE S S£ 55 S5 | <
Fully-supervised upper-bound [68] 19.1 25.3 38.0 37.5 25.7 28.2 54.3 25.8 18.3 31.2 47.7 12.0 39.5 23.4 30.9 41.1 53.4 17.3 | 31.6
Alayrac et al. [2] 156 106 7.5 142 93 11.8 173 13.1 64 129 272 92 157 8.6 163 13.0 232 74 | 133
Zhukov e al. [68] 133 18.0 23.4 23.1 169 16.5 30.7 21.6 4.6 19.5 353 10.0 32.3 13.8 29.5 37.6 43.0 13.3 | 224
Ours trained on HowTol00OM only  33.5 27.1 36.6 37.9 24.1 35.6 32.7 35.1 30.7 28.5 43.2 19.8 34.7 33.6 40.4 41.6 41.9 274 | 33.6

[Miech, Zhukov, Alayrac, Tapaswi, Laptev and Sivic, ICCV 2019]



Results: YouTube videos

MSR-VTT: Video retrieval

Method Trainset R@] R@5 R@10 Median R
Random None 0.1 05 1.0 500
C+LSTM+SA+FC7[47] MSR-VIT 42 129 199 55 ® HowTor %OM
VSE-LSTM [20] MSR-VIT 3.8 127 17.1 66 pretraine
SNUVL [58] MSR-VIT 35 159 238 44 S ® No pretraining
Kaufman et al. [18] MSR-VIT 4.7 166 24.1 41 ©
CT-SAN [59] MSR-VIT 44 166 223 35 o4 * JSFusion
JSFusion [57] MSR-VTT 102 312 432 13 + HowTo100M
oWl 0

Ours MSR-VTT  12.1 350 480 12 only
Ours HowTolOOM 7.5 212 296 38

PT: HowTol00M ™~ [0e} o o o
Ours FT: MSR-VTT 149 40.2 528 9 o

— <
% of MSR-VTT training data

¢ Pre-training on HowTo100M + finetuning
outperforms fully-supervised training on MSR-VTT

[Miech, Zhukov, Alayrac, Tapaswi, Laptev and Sivic, ICCV 2019]



Results: Impact of scale

o @ CrossTask
o AVG Recall

23% @® MSRVTT
R@10
® YouCook?
R@10
) ® LSMDCR@10
- o o o o o
8 S 8 S S

— < @
# of HowTo100M training videos

[Miech, Zhukov, Alayrac, Tapaswi, Laptev and Sivic, ICCV 2019]



Open challenges

« HowTo01l00M contains ~50% label noise due to video-text misalignment, non-visual
explanations, etc.

... on my old moto Guzzi or had before |

... want to be that extra right when you ... by our electronic devices and in the sold it

finish a question ... same cases in your plants ...

* Our method relies on pre-trained video features, no end-to-end learning of visual
representations despite massive (but noisy) data.



End-to-End Learning of Visual Representations
from Uncurated Instructional Videos

A. Miech*, J-B. Alayrac¥,

L. Smaira, |. Lapteyv,
*equal contributions

CVPR 2020

J. Sivic, A. Zisserman



Training task

V==

f’i‘i“?\\\
71 \\\

'. Video-Text “
Contrastive loss

'
!5’

[Miech, Alayrac, Laptev, Smaira, Sivic and Zisserman, CVPR 2020]



Time

fresh herbs maybe

some oregano

[Miech, Alayrac, Laptev, Smaira, Sivic and Zisserman, CVPR 2020]



Time
T spinachs what’s
1 the name

keep 1t simple you
Just want to add

fresh herbs maybe
some oregano

you can add
cilantro basil

give 1t a couple
more tosses

[Miech, Alayrac, Laptev, Smaira, Sivic and Zisserman, CVPR 2020]



Multiple Instance

Learning

e
N
Sepe)

[Miech, Alayrac, Laptev, Smaira, Sivic and Zisserman, CVPR 2020]



Our formulation: MIL-NCE

1>9

Video network

Text network

Narration

/inwt

ef @) " 9(y)

Video input

~

Bag of positive ‘ ‘ Negative ‘

candidate pairs video-narration pairs

[Miech, Alayrac, Laptev, Smaira, Sivic and Zisserman, CVPR 2020]



Our formulation: MIL-NCE

fe- fe
LR LN
y Ty y X
) i % a7 :'.:{- \
— A = 3
e\ e e\
| ! I u
p— 94 U 1%
j = i '; -““
5 Y \ -

- » = »
. . res erbs
Give 1t a couple
maybe
more tosses
onme._oredano

) ( S ef@ 9 \

(@y)EPi.
max ) 08| = fGtet) TS @)

(z’,y")~N; )

Bag of positive
candidate pairs

[Miech, Alayrac, Laptev, Smaira, Sivic and Zisserman, CVPR 2020]



Our formulation: MIL-NCE

Keep 1t simple Fresh herbs
Let’s glue the P P
iece of woods you maybe
P Just want to add Some oregano

) ( S ef@ s \

max Z log (z.9) P
. S ef@Tew) 3 ef(@) ey

\(;c,y)epi (f,;/){\fi J

Negative
video-narration pairs

[Miech, Alayrac, Laptev, Smaira, Sivic and Zisserman, CVPR 2020]



Video-Text model

architecture
word2vec dim = 2048 dim = 2048 dim =512
dim =300
]
Separate the — By Linear + ] MVax . - Text
eggs with yolks Relu Pool mg B g LINnear embedding
]
dim =512

. Video
— Linear — | embedding

32 frames @ 10 fps

[Miech, Alayrac, Laptev, Smaira, Sivic and Zisserman, CVPR 2020]



The downstream tasks

Action
recogniti
on

Action
Localization

. C OIN

A large-scale dataset for

CcOmprehensive INstructional video analysis

COIN

Text-to-
Video
retrieval

YouTube 8M
Segments

e B
=E

CrossTask

YouCook?2

[Miech, Alayrac, Laptev, Smaira, Sivic and Zisserman, CVPR 2020]



6

o

50

40

30

20

10

R@10

YouCook?2 Zero-Shot Text-to-Video
retrieval

No label used

ImageNet for pretrain and
Kinetics-400 no finetuning
Pretrained
+

YouCook2

Finetuned
ImageNet

Kinetics-400
Pretrained

®[1] HowTol00M only

[1] A. Miech, D. Zhukov, J.-B. Alayrac, M. Tapaswi, |. Laptev, J. Sivic,
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Pretrained Text-Video models
and code
publicly available

*

https://www.di.ens.fr/willow/research/mil-nce/
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Recent work on learning from
Images and text

OpenAl CLIP:
Radford et al., Learning transferable visual models from natural lanquage
supervision. arXiv:2103.00020. 2021 Feb 26.

Microsoft:
Yuan et al., Florence: A New Foundation Model for Computer Vision. arXiv
preprint arxiv:2111.11432. 2021 Nov 22.

Google:
Jia et al., Scaling up visual and vision-language representation learning with
noisy text supervision. arXiv preprint arXiv:2102.05918. 2021 Feb 11.

Pham et al., Combined Scaling for Zero-shot Transfer Learning. arXiv
preprint arXiv:2111.10050. 2021 Nov 19.
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Recent work on learning from
Images and text

OpenAl CLIP:
Radford et al., Learning transferable visual models from natural lanquage
supervision. arXiv:2103.00020. 2021 Feb 26.

Training on 400M pairs of images and text
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Recent work on learning from
Images and text

Pham et al., Combined Scaling for Zero-shot Transfer Learning. arXiv

preprint arxiv:2111.10050. 2021 Nov 19.

ALIGN [37] CLIP [64] BASIC (ours)
ImageNet 76.4 76.2 85.7 (+9.3)
ImageNet-A 75.8 77.2 85.6 (+8.4)
ImageNet-R 92.2 88.9 95.7 (+3.5)
ImageNet-V2 70.1 70.1 80.6 (+10.5)
ImageNet-Sketch 64.8 60.2 76.1 (+11.3)
ObjectNet 72.2 72.3 78.9 (+6.6)
Average 74.5 74.2 83.7 (+9.2)

Table 1: Highlights of our key results. Shown are the top-1 accuracy of
our method, BASIC, and other state-of-the-art zero-shot transfer methods —
CLIP and ALIGN — on ImageNet and other robustness test sets. None of
these models has seen any ImageNet training example. On average, BASIC
surpasses these methods by the significant 9.2 percentage points.


https://arxiv.org/pdf/2111.10050.pdf

Adapting Large Language Models

» Paired Vision-Language data on the Internet is
(a) Noisy and
(b) Relatively scarce compared to Language-only data

« Large Language Models (LLMs) already encode much of the common-
sense knowledge that could be useful for vision tasks.

(Some) recent work adopting LLMs for vision tasks:

 Brown et al., Lanquage models are few-shot learners. In Proc
NeurlPS 2020.

« Alayrac et al., Flamingo: a visual language model for few-shot
learning. In Proc NeurlPS 2022.

 Lietal., Blip-2: Bootstrapping language-image pre-training with
frozen image encoders and large language models. In Proc ICML
2023.

 Liu etal., Visual Instruction Tuning. In Proc NeurlPS 2023



https://proceedings.neurips.cc/paper_files/paper/2020/file/1457c0d6bfcb4967418bfb8ac142f64a-Paper.pdf
https://proceedings.neurips.cc/paper_files/paper/2022/file/960a172bc7fbf0177ccccbb411a7d800-Paper-Conference.pdf
https://proceedings.neurips.cc/paper_files/paper/2022/file/960a172bc7fbf0177ccccbb411a7d800-Paper-Conference.pdf
https://arxiv.org/pdf/2301.12597.pdf
https://arxiv.org/pdf/2301.12597.pdf
https://arxiv.org/pdf/2304.08485.pdf

* Flamingo: a Visual Language Model
for Few-Shot Learning

Alayrac et al., NeurlPS 2022
Architecture

. Output: text
Pretrained and frozen I .
\éﬁ a very serious cat.

frained from scrateh BT [UTO

| E

r n-th GATED XATTN-DENSE
Perceiver Perceiver ;

e Eeen B

1st GATED XATTN-DENSE

-
L

3

Processed text

<image> This is a very cute dog.<image> This is

Interleaved visual/text data

This is a very cute dog.a This is

Figure 3: Flamingo architecture overview. Flamingo is a family of visual language models (VLMs)
that take as input visual data interleaved with text and produce free-form text as output.



* Flamingo:

a Visual Language Model

for Few-Shot Learning

Alayrac et al.,

Training
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Vision-Language training data:

NeurlPS 2022

: def d_xattn_dei
'
1 y, # input language features
: FFN ®® | . -
! i x, #1 al features
'
: : alpha_x , # xattn gating parameter - init at 9.
'
I : alpha_dense, # ffw gating parameter — init at 8
=== ' '
: ! self attention i | ) ]
' ! ! Applies a GATED XATTN-DENSE layer
* D K=v=[Y] o=[v] | !
'
i | i # 1. Gated Cross Attention
. nh g h y = y + tanh(alpha tn) * attention(g=y, kv=x)
i { i # 2. Gated Feed Forward (dense) Layer
'
: i 1|y =y + tanh(alpha_dense) * ffu(y)
el ' ? '
H '
E o i # Regular self-attention + FFW on language
: : y = y + frozen_attention(q=y, kv=y)
' cross attentlon ! N e et a ()
]
H : return y # output visually informed language features
b =V= Q=[Y] !
__________________________________

Vision
input

Language
input

dataset obtained from 43M webpages

* MultiModal MassiveWeb (M3W)
« ALIGN dataset with 1.8B images paired with alt-text.

Training objective:

Text prediction givenvisual input

VTP (Video & Text Pairs) with 27M short videos paired with sentence descriptions



* Flamingo: a Visual Language Model

for Few-Shot Learning

Alayrac et al., NeurlPS 2022

Results
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* Flamingo: a Visual Language Model
for Few-Shot Learning

Results
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* Flamingo: a Visual Language Model
for Few-Shot Learning

Alayrac et al., NeurlPS 2022

Results

when you are fully grown but you
can't resist using the playground equipment

®

What is funny about this meme?
What is the common thing

about these three images? o This is a hamster in a slide. It is
funny because the hamster is too
> They are all flamingos. = big to fit in the slide.
What is the difference between Is the hamster enjoying that? g
these three images? (&)

@ 1don’t think so.
The first one is a cartoon, the

second one is a real flamingo, How is the hamster feeling? ¢
and the third one is a 3D
@ model of a flamingo. o The hamster is feeling frustrated.
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